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ABSTRACT
Unsupervised Domain Adaptation (UDA) aims to enhance the gen-
eralization of the learned model to other domains. The domain-
invariant knowledge is transferred from the model trained on la-
beled source domain, e.g., video game, to unlabeled target domains,
e.g., real-world scenarios, saving annotation expenses. Existing UDA
methods for semantic segmentation usually focus on minimizing
the inter-domain discrepancy of various levels, e.g., pixels, features,
and predictions, for extracting domain-invariant knowledge. How-
ever, the primary intra-domain knowledge, such as context correla-
tion inside an image, remains under-explored. In an attempt to fill
this gap, we revisit the current pixel contrast in semantic segmen-
tation and propose a unified pixel- and patch-wise self-supervised
learning framework, called PiPa, for domain adaptive semantic seg-
mentation that facilitates intra-image pixel-wise correlations and
patch-wise semantic consistency against different contexts. The pro-
posed framework exploits the inherent structures of intra-domain
images, which: (1) explicitly encourages learning the discriminative
pixel-wise features with intra-class compactness and inter-class
separability, and (2) motivates the robust feature learning of the
identical patch against different contexts or fluctuations. Exten-
sive experiments verify the effectiveness of the proposed method,
which obtains competitive accuracy on the two widely-used UDA
benchmarks, i.e., 75.6 mIoU on GTA→Cityscapes and 68.2 mIoU
on Synthia→Cityscapes. Moreover, our method is compatible with
other UDA approaches to further improve the performance without
introducing extra parameters.

CCS CONCEPTS
• Computing methodologies→ Scene understanding; Trans-
fer Learning.
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Figure 1: Different from existing works, we focus on min-
ing the intra-domain knowledge, and argue that the con-
textual structure between pixels and patches can facilitate
the model learning the domain-invariant knowledge in a
self-supervised manner. In particular, our proposed training
framework: (1) motivates intra-class compactness and inter-
class dispersion by pulling closer the pixel-wise intra-class
features and pushing away inter-class features within the im-
age (see a&b at the top row); and (2) maintains the local patch
consistency against different contexts, such as the yellow
local patch in the green and the blue patch (see the bottom
row c&d).
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1 INTRODUCTION
Prevailing models, e.g., Convolutional Neural Networks (CNNs) [4,
33] and Visual Transformers [32, 84], have achieved significant
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progress in computer vision applications [11, 66, 76]. But such net-
works are data-hungry, which usually require large-scale training
datasets with pixel-level annotations. The annotation prerequisites
are hard to meet in real-world scenarios. To address the shortage in
the training data, one straightforward idea is to access the abundant
synthetic data and the corresponding pixel-level annotations gen-
erated by computer graphics [46, 47]. However, there exist domain
gaps between synthetic images and real-world images in terms of
illumination, weather, and camera hyper-parameters [9, 62, 62, 69].
To minimize such a gap, researchers resort to unsupervised do-
main adaptation (UDA) to transfer the knowledge from labeled
source-domain data to the unlabeled target-domain environment.

The key idea underpinning UDA is to learn the shared domain-
invariant knowledge. One line of works, therefore, investigates
techniques to mitigate the discrepancy of data distribution between
source domain and target domain at different levels, such as pixel
level [15, 29, 69, 77], feature level [19, 35], and prediction level
[43, 53, 54, 57]. These inter-domain alignment approaches have
achieved significant improvement compared to basic source-only
methods, but usually overlook the intra-domain knowledge.

Another potential paradigm to address the lack of training data
is self-supervised learning, which mines the visual knowledge from
unlabeled data. One common optimization objective is to learn
invariant representation against various augmentations, such as ro-
tation [25], colorization [82], mixup [50] and random erasing [88].
Prior UDA works [85, 86] explored self-supervised methods to
mine the domain-invariant knowledge, but the pipelines are rela-
tively simple and only consider the prediction consistency against
dropout or different network depths. Recent Segmentation and
UDA work [63, 72] adopt contrastive learning methods, showing
great performance. However, they focus only on pixel-level contrast
without a context-aware design. We analyze existing contrastive
learning methods and observe that (1) the high-level representation
produced by them does not capture enough contextual information
which is crucial in segmentation tasks. (2) performing contrastive
learning at patch-level could prevent the model from degrading into
totally ignoring the contexts. In light of the above observation, we
explore the prediction consistency and contrastive learning at dif-
ferent effect regions. The consideration of patch-level has resulted
in a larger receptive field, which makes it more suitable for segmen-
tation tasks that require stronger contextual information. Therefore,
we introduce a multi-grained Pixel- and Patch-wise self-supervised
learning framework.

As the name implies, PiPa explores the pixel-to-pixel and patch-
to-patch relation for regularizing the segmentation feature space.
Our approach is based on two implicit priors: (1) the feature of the
same-class pixels should be kept consistent with the category proto-
type; and (2) the feature within a patch should maintain robustness
against different contexts. As shown in Figure 1, image pixels are
mapped into an embedding space (Figure 1 (b) and (d)). For the
pixel-wise contrast, we explicitly facilitate discriminative feature
learning by pulling pixel embeddings of the same category closer
while pushing those of different categories away (Figure 1 (b)). Con-
sidering the patch-wise contrast, we randomly crop two image
patches with an overlapping region (the yellow region in Figure 1
(c) and (d)) from an unlabeled image. The overlapping region of the
two patches should not lose its spatial information and maintain

the prediction consistency even against two different contexts. The
proposed method is orthogonal to other existing domain-alignment
works. We re-implement two competitive baselines, and show that
our framework consistently improves the segmentation accuracy
over other existing works.

Our contributions are as follows: (1) Different from existing
works on inter-domain alignment, we focus on mining domain-
invariant knowledge from the original domain in a self-supervised
manner. We propose a unified Pixel- and Patch-wise self-supervised
learning framework to harness both pixel- and patch-wise consis-
tency against different contexts, which is well-aligned with the
segmentation task. (2) Our self-supervised learning method does
not require extra annotations, and is compatible with other existing
UDA frameworks. The effectiveness of PiPa has been tested by
extensive ablation studies, and it achieves competitive accuracy
on two commonly used UDA benchmarks, namely 75.6 mIoU on
GTA→Cityscapes and 68.2 mIoU on Synthia→Cityscapes.

2 RELATEDWORK
2.1 Unsupervised Domain Adaptation
Pioneering UDA works [15, 68] propose to transfer the visual
style of the source domain data to the target domain using Cy-
cleGAN [93]. Later UDA methods can mainly be grouped into two
categories according to the technical routes: adversarial training
[36, 37, 43, 53, 57, 60, 77] and self-training [24, 39, 52, 81, 89, 94, 95].
Adversarial training methods aim to learn domain-invariant knowl-
edge based on adversarial domain alignment. For instance, Tsai
et al.[53] and Luo et al.[37] learn domain-invariant representations
based on a min-max adversarial optimization game. However, as
shown in [87], unstable adversarial training methods usually lead
to suboptimal performance. Another line of work harnesses self-
training to create pseudo labels for the target domain data using
the model trained by labeled source domain data. Pseudo labels can
be pre-computed either offline [77, 94] or generated online [16, 52].
Due to considerable discrepancies in data distributions between
two domains, pseudo labels inevitably contains noise. To decrease
the influence of faculty labels, Zou et al.[94, 95] adopts pseudo la-
bels with high confidence. Taking one step further, Zheng et al.[85]
conducts the domain alignment to create reliable pseudo labels.
Furthermore, some variants leverage specialized sampling [39] and
uncertainty [86] to learn from the noisy pseudo labels. In addition
to the two mainstream practices mentioned above, researchers also
conducted extensive attempts such as entropy minimization [5, 57],
image translation [10, 75], Graph Network [65] and combining ad-
versarial training and self-training [29, 59, 87]. Source-free domain
adaptation, although a relatively recent concept, has been exten-
sively studied across various fields [21, 28, 78, 79]. Recently, Pan
et al.[44] minimizes the intra-domain discrepancy by separating
the target domain into an easy and hard split using an entropy-
based ranking function. Yan et al.[74] conducts the inter-domain
adaptation between the source and target domain by treating each
pixel as an instance. Different from the above-mentioned works,
we focus on further mining the domain-invariant knowledge in
a self-supervised manner. We harness the pixel- and patch-wise
contrast, which is well aligned with the local context-focused se-
mantic segmentation task. The proposed method is orthogonal with
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the above-mentioned approaches, and thus is complementary with
existing ones to further boost the result.
2.2 Contrastive Learning
Contrastive learning is one of the most prominent unsupervised
representation learning methods [6, 7, 13, 42, 70], which contrasts
similar (positive) data pairs against dissimilar (negative) pairs,
thus learning discriminative feature representations. For instance,
Wu et al. [70] learn feature representations at the instance level.
He et al. [13] match encoded features to a dynamic dictionary which
is updated with a momentum strategy. Chen et al.[6] proposes to
engender negative samples from large mini-batches. In the domain
adaptative image classification, contrastive learning is utilized to
align feature space of different domains [23, 40].

A few recent studies utilize contrastive learning to improve
the performance of semantic segmentation task [22, 30, 55, 63, 64,
72]. For example, Wang et al.[64] have designed and optimized a
self-supervised learning framework for better visual pre-training.
Gansbeke et al.[55] applies contrastive learning between features
from different saliency masks in an unsupervised setting. Recently,
Huang et al.[20] tackles UDA by considering instance contrastive
learning as a dictionary look-up operation, allowing learning of
category-discriminative feature representations. Xie et al.[71] presents
a semantic prototype-based contrastive learning method for fine-
grained class alignment. Other works explore contrastive learning
either in a fully supervised manner [63, 72] or in a semi-supervised
manner [1, 26, 91]. For example, Wang et al.[63] uses pixel contrast
in a fully supervised manner in semantic segmentation. But most
methods above either target image-wise instance separation or tend
to learn pixel correspondence alone. Different from existing works,
we introduce a multi-grained self-supervised learning framework
to formulate pixel- and patch-wise contrast in a similar format but
at different effect regions. The unified self-supervised learning on
both pixel and patch are complementary to each other, and can
mine the domain-invariant context feature.

3 METHODS
We first introduce the problem definition and conventional segmen-
tation losses for semantic segmentation domain adaptation. Then
we shed light on the proposed component of our framework PiPa,
i.e., Pixel-wise Contrast and Patch-wise Contrast, both of which
work on local regions to mine the inherent contextual structures.
We finally also raise a discussion on the mechanism of the proposed
method.
Problem Definition. As shown in Figure 2, given the source-
domain synthetic data 𝑋𝑆 =

{
𝑥𝑆𝑢

}𝑈
𝑢=1 labeled by 𝑌

𝑆 =
{
𝑦𝑆𝑢

}𝑈
𝑢=1 and

the unlabelled target-domain real-world data𝑋𝑇 =
{
𝑥𝑇𝑣

}𝑉
𝑣=1 , where

𝑈 and𝑉 are the numbers of images in the source and target domain,
respectively. The label𝑌𝑆 belongs to𝐶 categories. Domain adaptive
semantic segmentation intends to learn a mapping function that
projects the input data 𝑋𝑇 to the segmentation prediction 𝑌𝑇 in
the target domain.
Basic Segmentation Losses. Similar to existing works [85, 95],
we learn the basic source-domain knowledge by adopting the seg-
mentation loss on the source domain as:

L𝑆
𝑐𝑒 = E

[
−𝑝𝑆𝑢 logℎ𝑐𝑙𝑠 (𝑔𝜃

(
𝑥𝑆𝑢

)
)
]
, (1)

where 𝑝𝑆𝑢 is the one-hot vector of the label 𝑦𝑆𝑢 , and the value 𝑝𝑆𝑢 (𝑐)
equals to 1 if 𝑐 == 𝑦𝑆𝑢 otherwise 0. We harness the visual backbone
𝑔𝜃 , and 2-layer multilayer perceptrons (MLPs)ℎ𝑐𝑙𝑠 for segmentation
category prediction.

To mine the knowledge from the target domain, we generate
pseudo labels 𝑌𝑇 = {𝑦𝑣𝑇 } for the target domain data 𝑋𝑇 by a
teacher network 𝑔𝜃 [52, 90], where 𝑦𝑣𝑇 = 𝑎𝑟𝑔𝑚𝑎𝑥 (ℎ𝑐𝑙𝑠𝑔𝜃 (𝑥𝑇𝑣 )). In
practice, the teacher network 𝑔𝜃 is set as the exponential moving
average of the weights of the student network𝑔𝜃 after each training
iteration [51, 87]. Considering that there are no labels for the target-
domain data, the network 𝑔𝜃 is trained on the pseudo label 𝑦𝑣𝑇
generated by the teacher model 𝑔𝜃 . Therefore, the segmentation
loss can be formulated as:

L𝑇𝑐𝑒 = E
[
−𝑝𝑣𝑇 logℎ𝑐𝑙𝑠 (𝑔𝜃

(
𝑥𝑇𝑣

)
)
]
, (2)

where 𝑝𝑣𝑇 is the one-hot vector of the pseudo label𝑦𝑣𝑇 . We observe
that pseudo labels inevitably introduce noise considering the data
distribution discrepancy between two domains. Therefore, we set
a threshold that only the pixels whose prediction confidence is
higher than the threshold are accounted for the loss. In practice, we
also follow [16, 52] to mix images from both domains to facilitate
stable training. Specifically, the label 𝑦𝑀𝑖𝑥 is generated by copying
the random 50% categories in 𝑦𝑆 and pasting such class areas to
the target-domain pseudo label 𝑦𝑇 . Similarly, we also paste the
corresponding pixel area in 𝑥𝑆 to the target-domain input 𝑥𝑇 as
𝑥𝑀𝑖𝑥 . Therefore, the target-domain segmentation loss is updated
as:

L𝑇𝑐𝑒 = E
[
−𝑝𝑣𝑀𝑖𝑥 logℎ𝑐𝑙𝑠 (𝑔𝜃

(
𝑥𝑀𝑖𝑥
𝑣

)
)
]
, (3)

where 𝑝𝑣
𝑀𝑖𝑥 is the probability vector of the mixed label 𝑦𝑣𝑀𝑖𝑥 .

Since we deploy the copy-and-paste strategy instead of the conven-
tional mixup [80], the mixed labels are still one-hot.
Multi-grained Contrast in different effect regions. We note
that the above-mentioned segmentation loss does not explicitly con-
sider the inherent context within the image, which is crucial to the
local-focused segmentation task. Therefore, we study the feasibility
of self-supervised learning in mining intra-domain knowledge for
domain adaptive semantic segmentation tasks. In this work, we
revisit the current pixel-wise contrast in semantic segmentation
[63] and explore the joint training mechanism of contrastive learn-
ing on both pixel- and patch-level effect regions. To this end, we
introduce a unified multi-grained contrast including patch-wise
contrast to enhance the consistency within a local patch.
In the pixel-wise effect region, given the labels of each pixel 𝑦𝑆 ,
we regard image pixels of the same class 𝐶 as positive samples and
the rest pixels in 𝑥𝑆 belonging to the other classes are the negative
samples. The pixel-wise contrastive loss can be derived as:

LPixel = −
∑︁

𝐶 (𝑖 )=𝐶 ( 𝑗 )
log

𝑟
(
𝑒𝑖 , 𝑒 𝑗

)∑𝑁𝑝𝑖𝑥𝑒𝑙

𝑘=1 𝑟 (𝑒𝑖 , 𝑒𝑘 )
, (4)

where 𝑒 is the feature map extracted by the projection head 𝑒 =

ℎ𝑝𝑖𝑥𝑒𝑙𝑔𝜃 (𝑥), and 𝑁𝑝𝑖𝑥𝑒𝑙 is the number of pixels. 𝑒𝑖 denotes the 𝑖-th
feature on the feature map 𝑒 . 𝑟 denotes the similarity between the
two pixel features. In particular, we deploy the exponential cosine
similarity 𝑟

(
𝑒𝑖 , 𝑒 𝑗

)
= exp

(
𝑠
(
𝑒𝑖 , 𝑒 𝑗

)
/𝜏
)
, where 𝑠 is cosine similarity

between two pixel features 𝑒𝑖 and 𝑒 𝑗 , and 𝜏 is the temperature. As
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Figure 2: A brief illustration of our unified multi-grained self-supervised learning Framework (PiPa). Given the labeled source
data

{(
𝑥𝑆 , 𝑦𝑆

)}
, we calculate the segmentation prediction 𝑦𝑆 with the backbone 𝑔𝜃 and the classification head ℎ𝑐𝑙𝑠 , supervised by

the basic segmentation loss 𝐿𝑆𝑐𝑒 . During training, we leverage the moving averaged model 𝒈𝜃 to estimate the pseudo label 𝑦𝑇 to
craft the mixed label 𝑦𝑀𝑖𝑥 based on the category. According to the mixed label, we copy the corresponding regions as the mixed
data 𝑥𝑀𝑖𝑥 . We also deploy the model 𝑔𝜃 and the head ℎ𝑐𝑙𝑠 to obtain the mixed prediction 𝑦𝑀𝑖𝑥 supervised by 𝐿𝑇𝑐𝑒 . Except for the
above-mentioned basic segmentation losses, we revisit current pixel contrast and propose a unified multi-grained Contrast. In
(a), we regularize the pixel embedding space by computing pixel-to-pixel contrast: impelling positive-pair embeddings closer,
and pushing away the negative embeddings. In (b), we regularize the patch-wise consistency between projected patch O1 and
O2. Similarly, we harness the patch-wise contrast, which pulls positive pair, i.e., two features at the same location of O1 and O2
closer, while pushing negative pairs apart, i.e., any two features inM1 ∪M2 at different locations. During inference, we drop the
two projection heads ℎ𝑝𝑎𝑡𝑐ℎ and ℎ𝑝𝑖𝑥𝑒𝑙 and only keep 𝑔𝜃 and ℎ𝑐𝑙𝑠 .

shown in Figure 2, with the guide of pixel-wise contrastive loss,
the pixel embeddings of the same class are pulled close and those
of the other classes are pushed apart, which promotes intra-class
compactness and inter-class separability.
In the patch-wise effect region, in particular, given unlabeled target
image 𝑥𝑇 , we also leverage the network 𝑔𝜃 to extract the feature
map of two partially overlapping patches. The cropped examples
are shown at the bottom of Figure 2. We deploy an independent
head ℎ𝑝𝑎𝑡𝑐ℎ with 2-layer MLPs to further project the output feature
maps to the embedding space for comparison. As shown in Figure
2 module (b), overlapping region O1 and O2 denote the same green
area in the original image. In practice, we first randomly select the
region O and then sample two neighbor patches M covering O. We
useM to denote the entire patch including O. We argue that the
output features of the overlapping region should be invariant to
the contexts. Therefore, we encourage that each feature in O1 to be

consistent with the corresponding feature of the same location in
O2. Similar to pixel-wise contrast, as shown in Figure 2 module (b),
we regard two features at the same position ofO1 andO2 as positive
pair, and any two features inM1 andM2 at different positions of the
original image are treated as a negative pair. Given a target-domain
input 𝑥𝑇 , the patch-wise contrast loss can be formulated as:

LPatch = −
∑︁

𝑂1 (𝑖 )=𝑂2 ( 𝑗 )
log

𝑟
(
𝑓𝑖 , 𝑓𝑗

)∑𝑁𝑝𝑎𝑡𝑐ℎ

𝑘=1 𝑟 (𝑓𝑖 , 𝑓𝑘 )
, (5)

where 𝑓 is the feature map extracted by the projection head 𝑓 =

ℎ𝑝𝑎𝑡𝑐ℎ𝑔𝜃 (𝑥), and 𝑁𝑝𝑎𝑡𝑐ℎ is the number of pixels in 𝑀1 ∪𝑀2. 𝑖 is
the pixel index in the patch M1, and 𝑗 is for M2. O1 (𝑖) denotes the
location in the overlapping region O1. O1 (𝑖) = O2 ( 𝑗) denotes 𝑖 and
𝑗 are the same pixel (location) in the original image, as shown in
Figure 4(b). 𝑓𝑖 denotes 𝑖-th feature in the map. Similarly, 𝑟 denotes
the exponential function of the cosine similarity as the one in pixel
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Algorithm 1 PiPa algorithm

Input: Source-domain data 𝑋𝑆 , Source-domain labels 𝑌𝑆 , Target
domain data 𝑋𝑇 , segmentation network that contains segmen-
tation encoder 𝑔𝜃 , classification head ℎcls, pixel projection head
ℎpixel, patch projection head ℎpatch, the total iteration number
Ttotal.

1: Initialize network parameter 𝜃 with ImageNet pre-trained pa-
rameters. Initialize teacher network 𝜃 randomly

2: for iteration = 1 to Ttotal do
3: 𝑥𝑆 , 𝑦𝑆 ∼ 𝑈 .

4: 𝑥𝑇 ∼ 𝑉 .

5: 𝑦𝑇 ← 𝑎𝑟𝑔𝑚𝑎𝑥

(
ℎ𝑐𝑙𝑠

(
𝑔𝜃

(
𝑥𝑇

)))
.

6: 𝑥𝑀𝑖𝑥 , 𝑦𝑀𝑖𝑥 ← Augmentation and pseudo label from mixing
𝑥𝑆 , 𝑦𝑆 , 𝑥𝑇 and 𝑦𝑇 .

7: Compute predictions
𝑦𝑆 ← 𝑎𝑟𝑔𝑚𝑎𝑥

(
ℎ𝑐𝑙𝑠

(
𝑔𝜃

(
𝑥𝑆

)))
,

𝑦𝑀𝑖𝑥 ← 𝑎𝑟𝑔𝑚𝑎𝑥

(
ℎ𝑐𝑙𝑠

(
𝑔𝜃

(
𝑥𝑀𝑖𝑥

)))
.

8: Compute loss for the mini-batch:
Ltotal = Lce + LPixel + LPatch .

9: Compute ∇𝜃Ltotal by backpropagation.
10: Perform stochastic gradient descent.
11: Update teacher network 𝜃 with 𝜃 .
12: end for
13: return student network 𝑔𝜃 and classification head ℎ𝑐𝑙𝑠 .

contrast. It is worth noting that we also enlarge the negative sample
pool. In practice, the rest feature 𝑓𝑘 not only comes from the union
set𝑀1 ∪𝑀2, but also from other training images within the current
batch.
Total Loss. The overall training objective is the combination of
pixel-level cross-entropy loss and the proposed PiPa:

L𝑡𝑜𝑡𝑎𝑙 = L𝑆
ce + L𝑇ce + 𝛼LPixel + 𝛽LPatch, (6)

where 𝛼 and 𝛽 are the weights for pixel-wise contrast LPixel and
patch-wise contrastLPatch, respectively.We summarize the pipeline
of PiPa in Algorithm 1.
Discussion. 1. Correlation between Pixel and Patch Contrast.
Both pixel and patch contrast are derived from instance-level con-
trastive learning and share a common underlying idea, i.e., contrast,
but they work at different effect regions, i.e., pixel-wise and patch-
wise. The pixel contrast explores the pixel-to-pixel category cor-
relation over the whole image, while patch-wise contrast imposes
regularization on the semantic patches from a local perspective.
Therefore, the two kinds of contrast are complementary and can
work in a unified way to mine the intra-domain inherent con-
text within the data. 2. What is the advantage of the proposed
framework? Traditional UDA methods focus on learning shared
inter-domain knowledge. Differently, we are motivated by the ob-
jectives of UDA semantic segmentation in a bottom-up manner,
and thus leverage rich pixel correlations in the training data to
facilitate intra-domain knowledge learning. By explicitly regular-
izing the feature space via PiPa, we enable the model to explore
the inherent intra-domain context in a self-supervised setting, i.e.,
pixel-wise and patch-wise, without extra parameters or annotations.

Therefore, PiPa could be effortlessly incorporated into existing UDA
approaches to achieve better results without extra overhead during
testing. 3. Difference from conventional contrastive learning.
Conventional contrastive learning methods typically tend to per-
form contrast in the instance or pixel level alone [20, 63, 70]. We
formulate pixel- and patch-wise contrast in a similar format but
focus on the local effect regions within the images, which is well
aligned with the local-focused segmentation task. We show that
the proposed local contrast, i.e., pixel- and patch-wise contrasts,
regularizes the domain adaptation training and guides the model
to shed more light on the intra-domain context. Our experiment
also verifies this point that pixel- and patch-wise contrast facili-
tates smooth edges between different categories and yields a higher
accuracy on small objects.

4 EXPERIMENT
4.1 Implementation Details
Datasets.We evaluate the proposed method on GTA→ Cityscapes
and SYNTHIA→ Cityscapes, following common UDA protocols
[2, 16, 17, 52, 61]. The target dataset Cityscapes, collected from the
real-world street-view images, contains 2,975 unlabeled images for
training, 500 images for validation, and 1525 images for testing. We
report the results on Cityscapes validation set for comparisons.
Structure Details. Following recent SOTA UDA setting [16, 72, 90],
our network consists of a SegFormer MiT-B5 backbone [16, 73]
pretrained on ImageNet-1k [8] and several MLP-based heads, i.e.,
ℎcls , ℎpixel and ℎpatch , which contains two fully-connected (fc)
layers and ReLU activation between two fc layers. Note that the
self-supervised projection heads ℎpixel and ℎpatch are only applied
at training time and are removed during inference, which does not
introduce extra computational costs in deployment.
Implementation details. We train the network with batch size
2 for 60k iterations with a single NVIDIA RTX 6000 GPU. We
adopt AdamW [34] as the optimizer, a learning rate of 6 × 10−5,
a linear learning rate warmup of 1.5k iterations and the weight
decay of 0.01. Following [72, 90], the input image is resized to
1280 × 720 for GTA and 1280 × 760 for SYNTHIA, with a random
crop size of 640 × 640. For the patch-wise contrast, we randomly
resize the input images by a ratio between 0.5 and 2, and then
randomly crop two patches of the size 720 × 720 from the resized
image and ensure the Intersection-over-Union(IoU) value of the two
patches between 0.1 and 1. We utilize the same data augmentation
e.g., color jitter, Gaussian blur and ClassMix [41] and empirically
set pseudo labels threshold 0.968 following [52]. The exponential
moving average parameter of the teacher network is 0.999. The
hyperparameters of the loss function are chosen empirically 𝛼 =

𝛽 = 0.1. Reproducibility. The code is based on Pytorch [45]. The
code is available at "https://github.com/chen742/PiPa".

4.2 Comparisons with State-of-the-art Methods
GTA→ Cityscapes. Generally, our PiPa yields a significant im-
provement over the transformer-based models DAFormer[16] and
HRDA[17]. Particularly, PiPa achieves 71.7 mIoU, which outper-
forms DAFormer by a considerable margin of +3.4 mIoU. Addition-
ally, when applying PiPa to HRDA, which is a strong baseline that
adopts high-resolution crops, we increase +1.8 mIoU and achieve

https://github.com/chen742/PiPa
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Table 1: Quantitative comparison with previous UDA methods on GTA→ Cityscapes. We present pre-class IoU and mIoU. The
best accuracy in every column is in bold.

Method Road SW Build Wall Fence Pole TL TS Veg. Terrain Sky PR Rider Car Truck Bus Train Motor Bike mIoU
CyCADA [15] 86.7 35.6 80.1 19.8 17.5 38.0 39.9 41.5 82.7 27.9 73.6 64.9 19.0 65.0 12.0 28.6 4.5 31.1 42.0 42.7
CLAN [37] 87.0 27.1 79.6 27.3 23.3 28.3 35.5 24.2 83.6 27.4 74.2 58.6 28.0 76.2 33.1 36.7 6.7 31.9 31.4 43.2
ASA [92] 89.2 27.8 81.3 25.3 22.7 28.7 36.5 19.6 83.8 31.4 77.1 59.2 29.8 84.3 33.2 45.6 16.9 34.5 30.8 45.1
SPCL [71] 90.3 50.3 85.7 45.3 28.4 36.8 42.2 22.3 85.1 43.6 87.2 62.8 39.0 87.8 41.3 53.9 17.7 35.9 33.8 52.1
DACS [52] 89.9 39.7 87.9 30.7 39.5 38.5 46.4 52.8 88.0 44.0 88.8 67.2 35.8 84.5 45.7 50.2 0.0 27.3 34.0 52.1
BAPA [31] 94.4 61.0 88.0 26.8 39.9 38.3 46.1 55.3 87.8 46.1 89.4 68.8 40.0 90.2 60.4 59.0 0.0 45.1 54.2 57.4
CaCo [20] 93.8 64.1 85.7 43.7 42.2 46.1 50.1 54.0 88.7 47.0 86.5 68.1 2.9 88.0 43.4 60.1 31.5 46.1 60.9 58.0
PiPa (CNN) 95.1 71.3 87.7 44.2 42.0 43.5 52.1 63.3 87.8 44.0 87.5 72.3 44.2 89.3 59.9 59.4 2.1 47.2 48.9 60.1

DAFormer [16] 95.7 70.2 89.4 53.5 48.1 49.6 55.8 59.4 89.9 47.9 92.5 72.2 44.7 92.3 74.5 78.2 65.1 55.9 61.8 68.3
CAMix [90] 96.0 73.1 89.5 53.9 50.8 51.7 58.7 64.9 90.0 51.2 92.2 71.8 44.0 92.8 78.7 82.3 70.9 54.1 64.3 70.0

DAFormer [16] + PiPa 96.1 72.0 90.3 56.6 52.0 55.1 61.8 63.7 90.8 52.6 93.6 74.3 43.6 93.5 78.4 84.2 77.3 59.9 66.7 71.7
HRDA [17] 96.4 74.4 91.0 61.6 51.5 57.1 63.9 69.3 91.3 48.4 94.2 79.0 52.9 93.9 84.1 85.7 75.9 63.9 67.5 73.8
CLUDA [56] 97.1 78.0 91.0 60.3 55.3 56.3 64.3 71.5 91.2 51.1 94.7 78.4 52.9 94.5 82.8 86.5 73.0 64.2 69.7 74.4

HRDA [17] + PiPa 96.8 76.3 91.6 63.0 57.7 60.0 65.4 72.6 91.7 51.8 94.8 79.7 56.4 94.4 85.9 88.4 78.9 63.5 67.2 75.6

Table 2: Quantitative comparison with previous UDA methods on SYNTHIA→ Cityscapes. We present pre-class IoU, mIoU and
mIoU*. mIoU and mIoU* are averaged over 16 and 13 categories, respectively. The best accuracy in every column is in bold.

Method Road SW Build Wall* Fence* Pole* TL TS Veg. Sky PR Rider Car Bus Motor Bike mIoU* mIoU
CLAN [37] 81.3 37.0 80.1 − − − 16.1 13.7 78.2 81.5 53.4 21.2 73.0 32.9 22.6 30.7 47.8 −
SP-Adv [49] 84.8 35.8 78.6 − − − 6.2 15.6 80.5 82.0 66.5 22.7 74.3 34.1 19.2 27.3 48.3 −
ASA [92] 91.2 48.5 80.4 3.7 0.3 21.7 5.5 5.2 79.5 83.6 56.4 21.0 80.3 36.2 20.0 32.9 49.3 41.7
DADA [58] 89.2 44.8 81.4 6.8 0.3 26.2 8.6 11.1 81.8 84.0 54.7 19.3 79.7 40.7 14.0 38.8 49.8 42.6
CCM [27] 79.6 36.4 80.6 13.3 0.3 25.5 22.4 14.9 81.8 77.4 56.8 25.9 80.7 45.3 29.9 52.0 52.9 45.2
BL [29] 86.0 46.7 80.3 − − − 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 51.4 −

DAFormer [16] 84.5 40.7 88.4 41.5 6.5 50.0 55.0 54.6 86.0 89.8 73.2 48.2 87.2 53.2 53.9 61.7 67.4 60.9
CAMix [90] 87.4 47.5 88.8 − − − 55.2 55.4 87.0 91.7 72.0 49.3 86.9 57.0 57.5 63.6 69.2 −

DAFormer [16] + PiPa 87.9 48.9 88.7 45.1 4.5 53.1 59.1 58.8 87.8 92.2 75.7 49.6 88.8 53.5 58.0 62.8 70.1 63.4
HRDA [17] 85.2 47.7 88.8 49.5 4.8 57.2 65.7 60.9 85.3 92.9 79.4 52.8 89.0 64.7 63.9 64.9 72.4 65.8
CLUDA [56] 87.7 46.9 90.2 49.0 7.9 59.5 66.9 58.5 88.3 94.6 80.1 57.1 89.8 68.2 65.5 65.8 73.8 67.2

HRDA [17] + PiPa 88.6 50.1 90.0 53.8 7.7 58.1 67.2 63.1 88.5 94.5 79.7 57.6 90.8 70.2 65.1 66.9 74.8 68.2

Figure 3: Qualitative results on GTA→ Cityscapes and SYNTHIA→ Cityscapes. From left to right: Target Image, Ground Truth,
the visual results predicted by DAFormer, DAFormer + Ours (PiPa), HRDA, HRDA + Ours (PiPa). We deploy the white dash
boxes to highlight different prediction parts.
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Figure 4: Ablation study on Loss Weights 𝛼 and 𝛽 .

the state-of-the-art performance of 75.6 mIoU, verifying the ef-
fectiveness of the proposed method that introduces a unified and
multi-grained self-supervised learning algorithm in UDA task. Fur-
thermore, PiPa achieves leading IoU of almost all classes on GTA→
Cityscapes, including several small-scale objectives such as Fence,
Pole, Wall and Training Sign. Particularly, we increase the IoU of the
Fence by +6.2 from 51.5 to 57.7 IoU. The IoU performance of PiPa
verifies our motivation that the exploration of the inherent struc-
tures of intra-domain images indeed helps category recognition,
especially for challenging small objectives.
SYNTHIA→Cityscapes.As revealed in Table 2, PiPa also achieves
remarkable mIoU and mIoU* (13 most common categories) perfor-
mance on SYNTHIA→ Cityscapes, increasing +2.5 and +2.4 mIoU
compared with DAFormer [16] and HRDA [17], respectively.
Qualitative results. In Figure 3, we visualize the segmentation re-
sults and the comparison with previous strong methods DAFormer
[16], HRDA [17], and the ground truth on both GTA→ Cityscapes
and SYNTHIA→ Cityscapes benchmarks. The results highlighted
by white dash boxes show that PiPa is capable of segmenting minor
categories such as ‘wall’, ‘traffic sign’ and ‘traffic light’. It is also
noticeable that PiPa predicts smoother edges between different
categories, e.g., ‘person’ in the fourth row of Figure 3. We think it is
because the proposed method explicitly encourages patch-wise con-
sistency against different contexts, which facilitates the prediction
robustness on edges.

4.3 Ablation Studies and Further Analysis
Effect of Pixel-wise Contrast and Patch-wise Contrast. We
evaluate the effectiveness of the two primary components, i.e., Pixel-
wise Contrast and Patch-wise Contrast in the proposed PiPa and
investigate how the combination of two contrasts contributes to
the final performance on GTA→ Cityscapes. For a fair comparison,
we apply the same experimental settings and hyperparameters. We
first reproduce the baseline DAFormer [16], which yields a compet-
itive mIoU of 68.4. As shown in the Table 3, we could observe: (1)
Both Patch Contrast and Pixel Contrast individually could lead to
+1.4 mIoU and +2.3 mIoU improvement respectively, verifying the
effectiveness of exploring the inherent contextual knowledge. (2)
The two kinds of contrasts are complementary to each other. The
proposed method successfully mines the multi-level knowledge by
combining the two kinds of contrast. When applying both losses,
our PiPa further improves the network performance to 71.7 mIoU,
surpassing the model that deploys only one kind of contrast by a

Table 3: Ablation study on the effect of Pixel-wise Contrast
and Patch-wise Contrast on GTA→ Cityscapes based on two
competitive baselines DAFormer[16] and HRDA[17].

Method LPixel LPatch mIoU ΔmIoU
DAFormer[16] 68.4 −
Patch Contrast ✓ 69.8 +1.4
Pixel Contrast ✓ 70.7 +2.3
PiPa ✓ ✓ 71.7 +3.3
HRDA[17] 73.8 −
Patch Contrast ✓ 74.7 +0.9
Pixel Contrast ✓ 74.9 +1.1
PiPa ✓ ✓ 75.6 +1.8

clear margin. The second baseline model is HRDA [17]. The obser-
vation is consistent with DAFormer. Using either pixel or patch
loss could increase the performance, but jointly training them in
a unified framework leads to the best results. Since HRDA intro-
duces High Resolution (HR) and Low Resolution (LR) features, to
effectively introduce Pixel-wise contrast and Patch-wise contrast in
HRDA [17], we conducted experiments on both HR and LR features
as shown in Table 4. It is shown that training with HR features
results in higher performance.
Effect of the loss weight. We conduct loss weight sensitivity
analysis on GTA→ Cityscapes. Specifically, we change the weights
𝛼 and 𝛽 of the two kinds of contrasts in Eq 6, respectively. As
shown in Figure 4, we can observe that both pixel-wise and patch-
wise contrast are not sensitive to the relative weight. PiPa keeps
outperforming the competitive DAFormer baseline of 68.3 mIoU
in all compositions of loss weights. When applying the proposed
method to an unseen environment, 𝛼 = 0.1, 𝛽 = 0.1 can be a good
initial weight to start.
Effect of the patch crop size. For the patch contrast, the size of
the patch also affects the number of negative pixels and training
difficulty. As shown in Table 5, we gradually increase the patch size.
We observe that larger patch generally obtain better performance
since it contains more diverse contexts. There are two main advan-
tages when increasing the patch size: (1) In larger patches, we could
include more “hard negative” pixels for contrastive learning; (2) In
larger patches, we have a larger receptive field, which could include
contextual cues for bigger objects, such as trains. It is also worth
noting that if the patch size is too large (like 960), the overlapping
area can be larger than the non-overlapping area, which also may
compromise the training.

Table 4: Effect of different
crop types in HRDA [17].

Method mIoU
LR Crops 75.1
HR Crops 75.6

Table 5: Effect of the
patch crop size.

Crop Size mIoU
480 × 480 70.4
600 × 600 71.0
720 × 720 71.7
900 × 900 70.9

Sensitivity of the pseudo label threshold. Since the target anno-
tation is not available in unsupervised domain adaptation, a hard
threshold beta is used to eliminate low-confidence pixel predictions
from the predicted label. We conducted additional experiments
on the threshold and found that within the range of 0.9-0.99, the
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Table 6: Sensitivity analysis of the pseudo label threshold.

Threshold 0.6 0.7 0.8 0.9 0.95 0.968 0.99
mIoU 66.3 68.9 69.4 70.8 71.2 71.7 71.4

Table 7: Results on GTA5 + SYNTHIA→ Cityscapes.

Base Multi Src. Multi Src + PiPa
52.1 54.2 56.1

Table 8: Quantitative comparison with previous UDA meth-
ods on Cityscapes→ ACDC. The performance is provided as
mIoU in % and the best result is in bold.

Method Architecture mIoU
ADVENT [57] DeepLabv2 32.7
AdaptSegNet [53] DeepLabv2 32.7
BDL [29] DeepLabv2 37.7
CLAN [37] DeepLabv2 39.0
FDA [77] DeepLabv2 45.7
MGCDA [48] DeepLabv2 48.7
DANNet [67] DeepLabv2 50.0
DAFormer [16] Transformer 55.4
DAFormer [16] + PiPa Transformer 58.6 (+3.2)
MIC [18] Transformer 59.2
MIC [18] + PiPa Transformer 61.1 (+1.9)
Refign [3] Transformer 65.5
Refign [3] + PiPa Transformer 66.4 (+0.9)

DAFormer + PiPa results were not sensitive to the beta in Table 6.
We set the threshold to 0.968 to obtain optimal results following
previous self-training works [16, 52].
Multi source domain setting. By incorporating multi-source
domain data, the model can be trained to be more robust to the
unlabelled target environment [12, 83]. We first adopt previous
work MADAN [83] as our baseline, which reaches 41.4 mIoU on
GTA5 + SYNTHIA→ Cityscapes. MADAN + PiPa increases the
performance to 44.1 mIoU. Then we adopt a self-training baseline
DACS [52], which achieves a mIoU of 52.1 (Only GTA) as shown
in Table 7. By incorporating additional source-domain data, the
model’s performance improves to 54.2 mIoU. Our proposed method
further improves the model’s performance, increasing the mIoU
from 54.2 to 56.1 mIoU, demonstrating consistent improvement
over various baselines.
Ablation study on Normal-to-Adverse setting. ACDC is a large
dataset with 4,006 images containing four common adverse condi-
tions: fog, nighttime, rain and snow. In Cityscapes→ ACDC, the
knowledge is transferred from the source domain under normal
visual conditions, i.e., at daytime and in clear weather to adverse vi-
sual conditions. The quantitative comparisons are shown in Table 8.
We can observe that our PiPa yields a significant improvement
over the previous methods. Particularly, PiPa achieves 58.6 mIoU,
which outperforms DAFormer by +3.2 mIoU, which demonstrates
the competitive generalization ability of PiPa in adverse visual con-
ditions. When plugging on recent works MIC [18] and Refign [3],
PiPa shows consistent improvement.
Oxford RobotCar dataset [38] contains 894 training images with 9
classes and is collected during rainy and cloudy weather conditions,
presenting a challenge due to the noisy variants introduced by such
illumination conditions. We observe that the proposed method also
has achieved the competitive results on Cityscapes→Oxford-Robot

Table 9: Quantitative Results on Cityscapes→ Oxford-Robot
[38]. The performance is provided as mIoU in % and the best
result is in bold.
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mIoU
MRNet [85] 95.9 73.5 86.2 69.3 31.9 87.3 57.9 88.8 61.5 72.5
MRNet + PiPa 96.9 75.1 88.0 69.9 36.5 88.8 61.5 89.1 63.1 74.3
Uncertainty [86] 95.9 73.7 87.4 72.8 43.1 88.6 61.7 89.6 57.0 74.4
Uncertainty + PiPa 96.0 76.2 93.3 73.3 42.5 90.9 65.4 91.1 59.5 76.5

Table 10: Quantitative result on a CNN-based architecture.
The performance is provided as mIoU in %.

Src-Only Baseline Baseline+PiPa
34.3 54.2 60.1 (+5.9)

Table 11: Further study on advanced architecture. The per-
formance is provided as mIoU in %.

Dataset GTA-Cityscapes SYNTHIA-Cityscapes
MIC [18] 75.9 67.3

MIC [18] + PiPa 77.3 68.9

based on MRNet [85] and Uncertainty [86], reaching 1.8 and 2.1
mIoU increase respectively.
Ablation study on CNN-based architectures. In addition to
Vision Transformer-based DA architectures, we also evaluate our
PiPa on the DeepLabV2 [4] baseline with ResNet-101 backbone [14].
We do not pursue the SOTA performance here, but to demonstrate
the relative improvement by plugging PiPa. Therefore, we do not
search optimal hyper-parameters but follow the common setting. In
Table 10, we show the adaptation performance of the baseline and
our PiPa on GTA5→ Cityscapes. We also provide the performance
of the DeepLabV2 trained merely on the source domain data, i.e.,
Src-Only. It can be observed that PiPa improves the UDA baseline
performance of DeepLabV2 by a large margin from 54.2 mIoU to
60.1 mIoU accuracy, still remains competitive.
Further experimental results on advanced architecture.We
then apply our PiPa on the advanced method MIC [18]. MIC + PiPa
achieves 77.3 mIoU (1.4 higher than MIC) on GTA-Cityscapes and
68.9 mIoU (1.6 higher than MIC) on SYNTHIA-Cityscapes, showing
consistent improvement. The results are shown in Table 11.

5 CONCLUSION
In this work, we focus on the exploration of intra-domain knowl-
edge, such as context correlation inside an image for the semantic
segmentation domain adaptation. We target to learn a feature space
that enables discriminative pixel-wise features and the robust fea-
ture learning of the overlapping patch against variant contexts.
To this end, we propose PiPa, a unified pixel- and patch-wise self-
supervised learning framework, which introduces pixel-level and
patch-level contrast learning to UDA. PiPa encourages the model
to mine the inherent contextual feature, which is domain invariant.
Experiments show that PiPa outperforms the state-of-the-art ap-
proaches and yields a competitive 75.6 mIoU on GTA→Cityscapes
and 67.4 mIoU on Synthia→Cityscapes. Since PiPa does not intro-
duce extra parameters or annotations, it can be combined with other
existing methods to further facilitate the intra-domain knowledge
learning. In the future, we will continue to study the proposed PiPa
on relevant tasks, such as domain adaptive video segmentation and
open-set adaptation etc.
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